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Abstract

A new method of predicting boundary layer transition is presented which models the near wall velocity ¯uctuations induced in

the laminar layer through pressure ¯uctuations associated with the freestream turbulence. These near wall velocity ¯uctuations are

then assumed to develop into turbulent spots when their amplitude exceeds a threshold value. A relationship for the near wall

velocity frequency spectra is also established, which indicates an increasing bias towards low frequencies as the skin friction co-

e�cient for the boundary layer decreases. This result suggests that the dependence of transition on the turbulent length scale is

greatest at low freestream turbulence levels. This transition model is incorporated in a conventional boundary layer integral

technique and is used to predict eight of the ERCOFTAC test cases and measurements of Gostelow and co-workers. The model is

demonstrated to predict the development of the boundary layer through transition reasonably accurate for all the test cases. The

sensitivity of start of transition to the turbulent length scale at low freestream turbulence levels is also demonstrated. The model is

also able to predict the evolution of measured intermittency more accurately than the Narasimha empirical correlation. Ó 1999

Elsevier Science Inc. All rights reserved.

1. Introduction

Previous boundary layer transition studies (Mayle (1991))
have identi®ed two distinct transition mechanisms. The ®rst,
which occurs at freestream turbulence levels less than about
1%, is due to the ampli®cation of Tollmien±Schlichting (T-S)
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Notation

a, b, c empirical coe�cients in Eq. (1)
Cf skin friction coe�cient
e near wall power spectral density
E freestream power spectral density
f ¯uctuation frequency
G gain or ratio between near wall and freestream

turbulence levels for a particular frequency
H (� d�/h) shape factor
` near wall integral length scale
L freestream integral length scale
n spot generation rate per unit time per unit span
N spots per unit span
P probability distribution
ReL Reynolds number based on freestream integral length

scale
Rex Reynolds number based on streamwise distance
Reh momentum thickness Reynolds number
Tu freestream turbulence level
u local time mean velocity
u0 local instantaneous ¯uctuating velocity
u0m local ¯uctuating velocity minima
u0f local r.m.s. velocity in a particular frequency band
u0 local r.m.s. velocity
uyo velocity gradient at the wall
U freestream time mean velocity

U
0

freestream r.m.s. velocity
U
0
f freestream r.m.s. velocity in a particular frequency

band
x streamwise distance from leading edge
xo streamwise distance between grid and plate leading

edge
xs Narasimha start of transition position
y normal distance from plate
z velocity ¯uctuation minima per local integral wave-

length
a spot spreading half angle
c intermittency
d boundary layer thickness
d� displacement thickness
h momentum thickness
k �� d2=m��dU=dx� Pohlhausen parameter
kh �� H=m��dU=dx� pressure gradient parameter
m kinematic viscosity
n Narasimha dimensionless distance

Subscripts
l laminar
NW near wall (y/d� 0.1)
t turbulent
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waves. At higher freestream turbulence levels, where there is
little evidence of these T-S waves transition takes place
through a second bypass mechanism. Only bypass transition is
pertinent in gas turbine engines.

Current boundary layer integral techniques predict start of
transition and transition length through empirical correlations,
e.g., Abu-Ghannam and Shaw (1980) and Solomon et al.
(1995). Prediction of transitional boundary layers has also
been achieved using Computational Fluid Dynamics, e.g.,
Steelant and Dick (1994), but current turbulence models,
which are also essentially empirical, are generally found to be
inadequate for this purpose. Good prediction may be achieved
using Direct Numerical Simulation (Voke and Yang (1993)),
where the full unsteady Navier±Stokes equations are solved on
a ®ne computational grid. The evolution of individual turbu-
lent eddies is thus predicted. The technique is however com-
putationally very expensive and is therefore unsuitable for
general gas turbine design purposes.

At low freestream turbulence levels and under adverse
pressure gradients, where T-S waves lead to transition, it has
been recognised that, if the amplitude of the wave is large
enough, each cycle of the wave results in the generation of a
single turbulent spot. Walker and Gostelow (1990) determined
a minimum possible transition length through this assumption.
The transition length was then predicted by multiplying the
minimum transition length by an empirical factor (greater than
1) to correct for the fact that not all cycles of the T-S wave
would have su�cient amplitude to initiate a spot. For bypass
transition, a single T-S frequency is not observed within the
boundary layer, but rather a complete spectra of frequencies.
However, it is not unreasonable to adopt Walker's model and
propose that every minimum of su�cient amplitude within the
velocity signal will initiate a turbulent spot.

The objective of the current work is to develop such a
model and to adopt it within a boundary layer integral tech-
nique in order to compute transitional boundary layers.

2. Experimental procedure

The wind tunnel and instrumentation used in obtaining
the experimental data presented in this paper, are described
in detail by Fasihfar and Johnson (1992). The measurements
were made using hot wire anemometry within laminar
boundary layers developed on a ¯at plate. A range of adverse
and favourable streamwise pressure gradients was used with
freestream turbulence energy levels varying between 0.5%
and 5%.

3. Transition model

Johnson (1994) suggested that a turbulent spot is initiated
in a laminar boundary layer when a local instantaneous sep-
aration of the ¯ow occurs. The mechanism for spot initiation is
consistent with recent Direct Numerical Simulation calcula-
tions, Voke (1995), which show, within the transition inception
region, instantaneous velocity distributions near the wall,
characteristic of small transient separation bubbles. Johnson
(1994) was also able to show that a local separation of the ¯ow
takes place when the local instantaneous velocity in the near
wall region drops below 50% of the local time mean velocity.
The spot formation rate can therefore be predicted if statistical
information on the number and depth of the minima within
the near wall velocity signal can be derived. In order to achieve
this the response of laminar boundary layers to freestream
turbulence must be considered.

3.1. Boundary layer response to freestream turbulence

A number of possible mechanisms exist through which
turbulence can enter the laminar boundary layer from the
freestream. Velocity perturbations could be convected along
streamlines or can `di�use' into the boundary layer from the
freestream. However, if these perturbations were to convect at
the ¯uid velocity within the boundary layer, strong gradients in
¯uctuation velocity would rapidly develop because of the
strong variation in convection rate within the shear layer and
hence the perturbations would be quickly dissipated by vis-
cosity. Furthermore, the strength of the perturbations at any
streamwise location would depend on the manner in which
they had developed (i.e., their history). This would mitigate the
success of empirical correlations based on local parameters (i.e,
neglecting history). If the near wall velocity ¯uctuations de-
pend primarily on the local turbulence and pressure gradient in
the freestream, a more plausible mechanism than convection
or di�usion is that the near wall velocity perturbations result
from the unsteady pressure ®eld generated by the freestream
turbulence. This mechanism has recently been modelled by
Mayle and Schulz (1996) and has been shown to give excellent
predictions of the response of the laminar boundary layer to
freestream turbulence. In the current model, the unsteady
pressure ®eld is also assumed to be responsible for generating
near wall velocity ¯uctuations. Fig. 1 shows the ratio of the
local to freestream turbulence levels (gain) in six frequency
bands through a typical laminar boundary layer.

It can be seen that for the highest frequency bands, the gain
is approximately one throughout the boundary layer indicat-
ing that the local and freestream turbulence levels are similar.
However, for the lowest frequency bands the gain rises to
around 40, indicating that these low frequencies become
dominant in the velocity signal close to the wall. The other
noticeable feature is that the spectra are invariant (constant
gain) for y/d values up to approximately 0.3. Throughout this
paper this region will be referred to as the `near-wall region'
and near wall ¯ow quantities are those measured or predicted
at y/d� 0.1. The near wall gain is shown for a number of
di�erent zero pressure gradient boundary layers in Fig. 2. For
dimensionless frequencies greater than 0.1 the results are very
similar, but for low frequencies the ratio increases with de-
creasing Cf . The results for these boundary layers can be
reasonably represented by

Fig. 1. Ampli®cation of six frequency bands through a laminar

boundary layer.
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It is now assumed that the freestream turbulence is isotropic
and can be represented, Hinze (1959), by

4 �U 02L
EU

� 1� 2pfL
U

� �2

; �2�
where L is the freestream integral length scale and E the Power
Spectral Density.

The near wall spectral density e is then given by

e � �u0f
�U 0f
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and hence the near wall local turbulence level TuNW is given by

Tu2
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Z1
0

edf
u2
� 4a2Tu2
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�1� �BF �2�2�1� F 2� ; �4�

where

F � 2pfL
u

; B � 2b
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f

; ReL � UL
m

and so the ratio of near wall to freestream turbulence levels

TuNW
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� �
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Cc
f

�B� 1� B
2
� 1

� �1=2

: �5�
It therefore follows that if B is small (less than approxi-

mately 0.1),

TuNW

Tu
� aCÿc

f �6�
and hence is independent of the freestream length scale. This is
true if the majority of the freestream turbulent energy is for the
low frequencies which have the highest gain in Fig. 2. This is
generally the case for high freestream turbulence levels where
both the length scale and Cf are comparatively large and hence
B is small. Fig. 3 con®rms this, as the high freestream Tu re-
sults fall close to a single line represented by Eq. (6). The re-
sults for turbulence levels less than approximately 1.5%, where
B is larger, lie below this line. A least rms error curve ®tting
technique was used with the data in this ®gure to obtain the
coe�cient values

a � 1:595� 10ÿ4; b � 0:015; c � 1:827:

3.2. Near wall velocity signal

The near wall integral length scale ` is evaluated, from its
de®nition, through the equation

ZU=`
0

e df � 1

2

Z1
0

e df : �7�

Substituting for e from Eq. (3) and integrating, this becomes

2

p
2

B2 ÿ 1

1

4
sin2/� /

2

� �
� 2

p�B2 ÿ 1�2 Tanÿ1 L
`
ÿ B/

� �
� B� 2

4�B� 1�2 ; �8�

where / � Tanÿ1 BL=`� �:
This equation can be solved numerically to obtain `/L for

any value of B.
The near wall velocity signal was synthesised from the

power spectral density for a range of B values. These signals
were then analysed to obtain statistical information for the
minima. The number of minima per local wavelength z as a
function of the length scale ratio (`/L) is found to be closely
represented by

z � 3:2ÿ 2:5 exp�ÿ0:043`=L�: �9�
The instantaneous velocities have a normal distribution

about the mean value and the minima have a distribution

u0m
�u0

 !2

exp ÿ 1

2

u0m
�u0

 !2
0@ 1A:

If Johnson's criterion (Johnson, 1994) is now adopted, namely
that any minima where u0m=u < 0:5 will lead to the generation
of a turbulent spot, it follows that the proportion of minima P
which will generate spots is given by

P � 1

4

������
1

2p

r Zu=2�u0

1

u
�u0

 !2

exp ÿ 1

8

u
�u0

 !2
0@ 1Ad

u
�u0

 !
: �10�

Assuming the freestream turbulence is convected at the free-
stream velocity U, then the spot generation rate per unit time
per unit area of the surface is PU(z/`)3.

Fig. 3. Ratio of near wall to freestream turbulence levels for favour-

able zero and adverse pressure gradient laminar boundary layers.
Fig. 2. Near wall ampli®cation as a function of frequency.
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3.3. Turbulent spot development

Gostelow et al. (1995) have recently provided correlations
for spot trailing edge and leading edge velocities (UTE and ULE)
spreading half angle (a) and propagation parameter (r) in fa-
vourable and adverse pressure gradients as shown in Fig. 4.
When these correlations were used in the current model,
transition length was overpredicted when transition occurred
in a strong adverse pressure gradient. This was believed to be
because the correlations for a and r limited the values to 32°
and 0.8, respectively for adverse pressure gradients. For this
reason alternative correlations were formulated. If the laminar
boundary layer is assumed to have a Pohlhausen velocity
pro®le, the trailing and leading edge velocities are well repre-
sented by the velocities existing at y/d� 0.27 and 0.57, re-
spectively, as shown in Fig. 4. Therefore

UTE

U
� 0:506� 0:0175k

and

UTE

U
� 0:875� 0:00755k; �11�

where k� kh/(h/d)2.
The spreading half angle a can be represented by

a � Tanÿ1 0:242�ULE ÿ UTE�
UTE 1� k=12� �2

 !
�12�

and the propagation parameter r can then be evaluated as

r � U
UTE

ÿ U
ULE

� �
Tan a: �13�

3.4. Intermittency

The intermittency at a point is de®ned as the proportion of
time which the ¯ow is turbulent at that point. For a two di-
mensional boundary layer however this intermittency is also
equal to the proportion of a spanwise line, which passes
through the same point, and is occupied by turbulent ¯ow at a
particular instant. Consider such a spanwise line, which is
travelling downstream at the local spot trailing edge velocity
UTE. Fig. 5 shows that any spots initiated in the shaded x-t
window will cross the spanwise line as it travels downstream
through the distance Dx. It therefore follows that the spot
generation rate per unit span

dN
dt
� �1ÿ c� ULE ÿ UTE

ULE

� �Zx
0

PU
z
`

� �3

dx

ÿ 2UTEN 2Tan a
1ÿ c

: �14�
The ®rst term in this equation represents the rate at which
spots generated upstream arrive at laminar regions on the line.
The second term represents the rate at which spots already on
the line merge. The increase in intermittency is due to lateral
spreading of spots on the line thus

Substituting Eq. (12) for a and

dc
dt
� 2NUTETan a �15�

dx
dt
� UTE �16�

for the spanwise line, results in

dN
dx
� �1ÿ c�r

UTan a

Zx
0

PU
z
`

� �3

dxÿ 2N 2Tan a
�1ÿ c� �17�

and

dc
dx
� 2N Tan a �18�

Eqs. (17) and (18) have not been used previously in transition
models for predicting intermittency. However, they are con-
sistent with the frequently adopted Narasimha (1985) model.
Narasimha assumed in his concentrated breakdown model
that all turbulent spots originated at the start of transition
location x� xs. ThusZx

0

PU
z
`

� �3

dx � 0 for x < xs

� n for x P xs: �19�
He also assumed that the values of a and r were constant.

With these assumptions, Eqs. (17) and (18) can readily be re-
duced to the Narasimha intermittency equation

c � 1ÿ exp
ÿrn�xÿ xs�2

U

 !
: �20�

The recent work of Gostelow et al. (1995) presented in
Fig. 4 clearly indicates that a and r will vary greatly for

Fig. 4. Spot trailing and leading edge velocities, spreading half angle

and propagation parameter.

Fig. 5. Spot generation window for spanwise line travelling down-

stream at UTE.
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boundary layers with imposed streamwise pressure gradients.
Solomon et al., 1995 accommodated this variation in their
model whilst retaining Narasimha's assumption of concen-
trated breakdown. However, Johnson and Fasihfar (1994)
have shown that the concentrated breakdown model itself
leads to a di�erent statistical distribution of turbulent spot size
than that observed in experiments. They also demonstrated
that their observed distributions were more closely represented
by a distributed breakdown model such as the one adopted in
this paper.

3.5. Boundary layer integral technique

In the current work, the development of the boundary layer
is computed through numerical integration in the streamwise x
direction of the boundary layer momentum equation

dh
dx
� Cf

2
ÿ 2h� d�

U

� �
dU
dx

: �21�
The laminar and turbulent portions of the boundary layer are
integrated separately and the integral parameters are evaluated
as intermittency weighted averages of the laminar and turbu-
lent values. So:

Cf � �1ÿ c�Cfl � cCft;
Red� � �1ÿ c�Red�l � c Red�t;
Reh � �1ÿ c� Rehl � c Reht

�22�

The intermittency c is obtained by numerical integration of
Eqs. (17) and (18). The laminar boundary layer is assumed to
have a Pohlhausen pro®le

u
U
� 2

y
d
ÿ 2

y
d

� �3

� y
d

� �4

� k
6

y
d

� �
ÿ 3

y
d

� �2

� 3
y
d

� �3

ÿ y
d

� �4
� �

: �23�
Thus:

h
d
� 37

315
ÿ k

945
ÿ k2

9072
�24�

and

d�

d
� 3

10
ÿ k

120
: �25�

If the laminar boundary layer separates, the Pohlhausen
parameter k is kept constant at ÿ12 downstream of the sepa-
ration point. A similar technique was adopted successfully by
Solomon et al. (1995) for separated laminar ¯ow.

When a laminar portion of the boundary layer becomes
turbulent, then it follows from the conservation of momentum
that

hl � ht �26�
The turbulent boundary layer integral parameters Cf , Reh and
H were evaluated using the Ludwieg and Tillman (1950)

Cf � 0:246�10�ÿ0:678H
Reÿ0:268

h �27�
and Goksel (1968)

ln
H

H ÿ 1

� �
� 0:1016 ln Reh � 0:4822 �28�

relations.

4. ERCOFTAC test case results

The ERCOFTAC test cases (Savill, 1991) were established
from measurements within two dimensional boundary layers
developing on a ¯at plate. The ®rst three cases (T3A-, T3A and

T3B) were for nominally zero pressure gradient for three
freestream turbulence levels of 1%, 3% and 6%. The remaining
®ve test cases were for a pressure distribution along the plate
typical of an aft loaded gas turbine blade. In the ®rst of these
(T3C1) the freestream turbulence level was 5%. For T3C2 to
T3C5, where the turbulence level was 2.5%, the tunnel velocity
was progressively reduced such that the transition location
moves along the plate from the favourable pressure gradient
region into the adverse pressure gradient region.

The model used in this paper requires knowledge of both
the freestream turbulence level and its integral length scale.
For the ERCOFTAC test cases, the measured freestream
turbulence levels were used and the integral length scale was
taken as 30% of the dissipative length scale provided by Savill
at the plates leading edge. This length scale was assumed to
increase with distance downstream according to Roach's
(Roach, 1987) correlation.

4.1. Zero pressure gradient cases

4.1.1. Case T3A-
The freestream turbulence level for the T3A- test case is

nominally 1% with a turbulent integral length scale at the plate
leading edge of 2.0 mm. The predictions and measured values
of skin friction coe�cient and shape factor are shown in
Figs. 6 and 7. Transition is predicted to start at Rex� 800,000
whereas it is observed at Rex� 1,300,000.

For this test case, the integral length scale at start of
transition is almost equal to the boundary layer thickness.
Earlier in this paper it has been shown that the boundary layer
is most receptive to freestream turbulent wavelengths which
are greater than approximately ®ve times the boundary layer
thickness and this is most marked at low skin friction coe�-
cient. It therefore follows that, in this test case, transition re-
sults from the strong ampli®cation of the longest wavelengths
in the freestream, which here make up only a small proportion
of the freestream turbulent energy. This can be demonstrated
by decreasing the freestream integral length scale (by 40%) as
shown in Fig. 6. This decreases the proportion of long wave-
lengths in the freestream and, as shown by Fig. 6, moves the
start of transition Rex downstream to the observed location.
This improves the prediction of the experimental data, but it
should be noted that a similar improvement could also be
obtained by similar changes to the empirical constants, which
are used to predict the receptivity of the boundary layer to low
frequencies.

Fig. 6. Measurements and predictions of skin friction coe�cient for

the zero streamwise pressure gradient cases T3A-, T3A and T3B.
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4.1.2. Case T3A
The freestream turbulence level for case T3A is approxi-

mately 3% and the integral length scale is 9.0 mm.
The predictions for T3A shown in Figs. 6 and 7 are fairly

close to the measured values. However, the experiments show a
decrease in H prior to start of transition whereas the predic-
tions maintain the Blasius value of H� 2.5. Similar reductions
in H due to a raised freestream turbulence level have been
observed by several researchers (e.g., Johnson (1994), Goste-
low et al. (1994)) and are believed to be due to enhanced
mixing within the laminar boundary layer. Start of transition is
predicted slightly early, but the transition length is very close
to the measured value. The overshoot in the observed value of
the skin friction coe�cient beyond that for a fully developed
turbulent boundary layer is not predicted, which is a usual
failing of integral boundary layer methods (e.g., Gostelow
et al. (1994)).

The integral length scale of 9.0 mm is approximately twice
the boundary layer thickness at start of transition. The
boundary layer is therefore receptive to the majority of the
freestream turbulent frequencies and so the transition location
is fairly insensitive to the integral length scale. The predicted
Rex values for c� 1% and 99% are in fact increased by 5.3%
and 7.5%, respectively if the length scale is reduced by 10%.

4.1.3. Case T3B
Case T3B has a nominal free stream turbulence level of 6%

with an integral length scale of 12.5 mm which is six times the
boundary layer thickness at start of transition. The transition
location will therefore be una�ected by signi®cant changes in
the length scale. The computational results shown in Fig. 6
show that the location of the minimum Cf is predicted late, but
once again the transition length is well represented.

4.2. Pressure gradient cases

4.2.1. Case T3C1
The turbulence grid used in the T3B case is also used in the

T3C1 case to induce the turbulence level of approximately 5%.
The integral length scale is 6.5 mm at the plate leading edge.
Fig. 8 shows that the pressure gradient is mildly favourable up
to Rex� 6 ´ 105 but then becomes strongly adverse. The fa-
vourable pressure gradient has the e�ect of delaying the pre-
dicted minimum Cf location from Rex� 62,000 for case T3B to
100,000.

The start of transition is predicted fairly well, but transition
appears to progress rather more rapidly than observed exper-
imentally. This could be because of an overprediction in the
spot generation rate or growth rate for a favourable pressure
gradient. The development of Reh shown in the ®gure is nev-
ertheless predicted accurately.

4.2.2. Case T3C5
The remaining four test cases are for a nominal freestream

turbulence level of 2.5% induced by the T3A turbulence grid.
The tunnel geometry and hence pressure coe�cient distribu-
tions are the same as for case T3C1, but the tunnel speed is
progressively reduced through cases T3C5, T3C2, T3C3 and
T3C4, which has the e�ect of moving transition downstream.

For the T3C5 case, transition occurs within the favourable
pressure gradient region and so the minimum Cf location is
delayed to Rex� 230,000 compared with Rex� 120,000 for the
zero pressure gradient case T3A. Fig. 9 shows that transition
proceeds more slowly than observed. This could be because the
spot generation rate or growth rate is underpredicted. How-
ever, the opposite e�ect was obtained for the favourable
pressure gradient in case T3C1. A possible explanation for this
may be that the skin friction coe�cient value for the laminar
boundary layer is predicted to be higher than the observed

Fig. 8. Measurements and predictions for Reh, kh, Cf and H for the

T3C1 test case.

Fig. 9. Measurements and predictions of skin friction coe�cient for

the test cases T3C2, T3C3, T3C4 and T3C5.

Fig. 7. Measurements and predictions of shape factor for the zero

streamwise pressure gradient cases T3A-, T3A and T3B.
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value for case T3C5. This will lead to a low spot generation
rate and hence a slower growth in intermittency.

4.2.3. Case T3C2
The tunnel velocity is reduced in case T3C2 such that al-

though transition inception occurs within the favourable
pressure gradient region, transition is only completed once the
pressure gradient has become adverse. Fig. 9 shows that the
minimum Cf location is predicted at Rex� 520,000 whereas
the experimental observations suggest this location is at about
Rex� 430,000. This means that when the almost laminar
boundary layer enters the adverse pressure gradient at Rex

� 470,000, the predicted value of Cf drops rapidly and H in-
creases (Fig. 10). The adverse pressure gradient does however
rapidly accelerate the computed transition process and the end
of transition is predicted close to the observed position at
Rex� 620,000.

4.2.4. Case T3C3
For this case, start of transition is observed early in the

adverse pressure gradient region and transition is still not
completed at the end of the plate. Fig. 9 shows that the
boundary layer approaches laminar separation before the
minimum Cf is reached at Rex� 420,000, close to the experi-
mental minimum. The predicted transition process proceeds
more rapidly than observed however and transition is pre-
dicted to end prior to the end of the plate.

4.2.5. Case T3C4
For T3C4 the transitional boundary layer separates at

Rex� 1.5 ´ 105 before reattaching as a turbulent boundary
layer at Rex� 1.8 ´ 105. The current integral method is inca-
pable of correctly predicting the boundary layer development
beyond laminar separation. Nevertheless, the minimum Cf

value and the subsequent rise through transition is predicted
fairly well.

5. Gostelow test case results

Gostelow et al. (1992) have undertaken an extensive series
of wind tunnel experiments to investigate the in¯uence of
freestream turbulence level and streamwise deceleration on
transition. Various grids were placed 1200 mm upstream of the
plate leading edge to induce freestream turbulence levels
(measured at the leading edge) of 1.2, 2.1, 3.1, 3.9 and 5.4%.
These levels were used for the current modelling work and

were assumed to decay along the plate according to the Roach
(1987) correlation. Thus

Tu � Tuo 1� x
xo

� �ÿ5=7

: �29�
Roach's correlation was also used to determine the integral
length scale

`

d
� 0:2

x� xo

d

� �ÿ1=2

; �30�
from grid bar diameters given by Gostelow et al. (1992). Cal-
culations were not attempted for the no grid case (Tu� 0.3%)
where Tollmien±Schlichting instability would lead to transition
rather than the bypass mode modelled here.

A hinged roof to the wind tunnel was used to produce the
adverse pressure gradients. The streamwise velocity gradients
induced are therefore given by

1

U
dU
dx
� Constant: �31�

Calculations were performed for 11 values of this constant (0
to 2 at 0.2 increments) for each turbulence level with a leading
edge freestream velocity of 10 m/s.

Gostelow de®ned his start and end of transition position by
using the Narasimha (1985) F(c) procedure whereby Eq. (20) is
®tted through the c� 25±75% data and then extrapolated to
the c� 0% (start) and 99% (end) positions. This procedure
minimises the uncertainties involved in measuring intermit-
tency. For consistency, the same procedure was adopted here
for the model results.

5.1. Zero pressure gradient results

The predicted and measured Reh start and end of transition
values are plotted in Fig. 11. The start of transition is

Fig. 11. Comparison of measurements, empirical correlations and

model predictions for zero pressure gradient.

Fig. 10. Measurements and predictions of shape factor for the test

cases T3C2, T3C3, T3C4 and T3C5.
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accurately predicted by both the model and the Mayle (1991)
correlation. The Abu-Ghannam and Shaw (1980) correlation
also gives reliable predictions except for the Tu� 1.2% case. A
likely reason for this is that Abu-Ghannam and Shaw used a
tunnel where the turbulence grid was only 750 mm upstream of
the plate leading edge. This results in a shorter integral length
scale and hence transition inception occurs later at the lowest
turbulence levels. The e�ect of length scale is therefore believed
by the authors to be responsible for the discrepancies between
empirical correlations at low freestream turbulence levels. The
inclusion of the e�ects of length scale in the current model
should therefore improve prediction at low turbulence level.
The accuracy of the predictions for end of transition is di�cult
to judge because of the greater degree of scatter in the exper-
imental data. The predicted Reh values are generally rather
lower than measured however. Nevertheless the predictions are
rather more accurate than the Abu-Ghannam and Shaw cor-
relation for all but the Tu� 2.1% case.

5.2. Adverse pressure gradient results

The start of transition results are presented in Fig. 12. Both
the Abu-Ghannam and Shaw correlation and the present cal-
culations are reasonably accurate for the turbulence levels of
3.1%, 3.9% and 5.4%; however, the current prediction is su-
perior at the lowest turbulence level. The calculations indicate
a slightly larger e�ect from the pressure gradient than observed
in the measurements, particular at the higher turbulence which
is consistent with the predictions for the ERCOFTAC test
cases. One reason for this may be that Roach's correlations for
turbulence level and length scale used here were formulated for
zero pressure gradients. They may therefore be inaccurate
when a pressure gradient is present. The experimental results
for end of transition (Fig. 13) suggest that the e�ect of tur-
bulence level is much reduced in an adverse pressure gradient.
This is because intermittency increases in an adverse pressure

gradient primarily due to the rapid growth of existing spots
with a large spreading angle (Fig. 4) rather than through the
generation of further spots. Freestream turbulence level only
a�ects spot generation, but not their subsequent growth. The
end of transition is predicted fairly well, for all except the
Tu� 1.2% case, where the transition length is predicted to be
too long for moderate pressure gradient where kh is between
ÿ0.05 and ÿ0.01. One possible explanation for this discrep-
ancy is that transition at that turbulence level is largely
through a T-S mechanism rather than the bypass mode mod-
elled here. T-S waves increase the number of velocity minima
and hence the rate of spot generation resulting in a reduced
transition length.

The correlations for end of transition provided by Abu-
Ghannam and Shaw were found to over-estimate the Reh end
value by over 100% for the strongest adverse pressure gradi-
ents. A better correlation has been provided more recently by
Walker and Gostelow (1990). By consideration of the T-S
wavelength, they established a minimum transition length

ReTran min � 2:3 Re1:5
d�s: �32�

An empirical correlation was then established to relate the
minimum transition length to the actual length

ReTran

ReTran min

� 9:412 exp�ÿ3121khs `n�Tu�
� 33:692 khs � 0:248 `n�Tu��: �33�

This transition length was computed using the Abu-Ghannam
and Shaw start of transition correlation values for Re�ds and is
plotted in Fig. 14. For the Tu� 3.1%, 3.9% and 5.4% cases, the
transition length is overestimated by the correlation but is
reasonably accurately determined by the authors' calculation
procedure. The measured transition length for Tu� 2.1% is
approximately double the length of all the other cases and
these results lie close to the correlation. Both the correlation

Fig. 13. Comparison of end of transition Reh measurement and model

predictions for adverse pressure gradients.

Fig. 12. Comparison of start of transition Reh measurements and

model predictions for adverse pressure gradients.
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and authors' prediction result in transition lengths greater than
those measured for the Tu� 1.2% case. Once again, it is be-
lieved that there is signi®cant T-S activity for this case which is
not accounted for in the authors' model and thus the transition
length is overpredicted.

An alternative method of comparing transition lengths is to
consider Narasimha's Dimensionless Spot Parameter NN

(Narasimha, 1985) which is plotted in Fig. 15. Both Goste-
low's experimental data and the current predictions indicate an
increase by a factor of approximately 100 in this parameter
with increasing pressure gradient. There is however a much
larger observed variation with turbulence level than predicted.
For turbulence levels above 1.2%, the experimental results are
reasonably represented by the predictions when the degree of
experimental scatter (particularly for the Tu� 3.1% case) is
taken into account. The higher values measured for Tu� 1.2%
(and Tu� 0.3% which was not predicted) are attributable to T-
S activity increasing the spot generation rate.

5.3. Intermittency

Gostelow and co-workers plotted measured intermittency
values against the dimensionless distance n. One such plot is
shown in Fig. 16 together with the Narasimha (1985) Eq. (20)
and the current prediction. Dhawan and Narasimha (1958)
considered distributed breakdown, but found that concen-
trated breakdown modelled their early intermittency data most

accurately. Increase in intermittency beyond this point is then
entirely due to the subsequent growth in the spots initiated at n
� 0. However, the much more recently measured intermit-
tencies shown in Fig. 16 deviate from this curve both at low
and high intermittencies. Johnson and Fasihfar (1994) mea-
sured the statistical properties of spot length through transi-
tion and showed that these were better predicted by a
distributed breakdown model, similar to the current one,
rather than the Narasimha concentrated breakdown model.
This deduction is con®rmed by the more accurate prediction of
intermittency by the current distributed breakdown model
shown in Fig. 16.

6. Conclusions

1. A model for the generation of turbulent spots and their
growth is presented. The model is dependent on the nature of
the near wall velocity ¯uctuations and hence on the receptivity
of the boundary layer to freestream turbulence. Experimental
observations indicate that the boundary layer is most receptive
to low frequency perturbations and thus it is these low fre-
quencies which dominate the transition process.

2. The current model predicts start of transition with similar
accuracy to empirical correlations. End of transition is pre-
dicted more reliably by the model, particularly at higher free-
stream turbulence. The over-prediction of transition length at
Tu < 1.5% is most likely due to signi®cant Tollmien±
Schlichting activity which is not accounted for in the current
model. The Narasimha spot propagation parameter is also
accurately predicted for all but the Tu < 1.5% case.

3. At low turbulence levels, where the integral length scale
is similar in magnitude to the boundary layer thickness, the
transition length and location are highly dependent on the in-
tegral length scale. For moderate turbulence levels, the

Fig. 16. Measured and predicted intermittency for the Tu� 2.1% zero

pressure gradient case.

Fig. 15. Measured and predicted Narasimha spot parameter.

Fig. 14. Comparison of transition length measurements, empirical

correlations and model predictions for adverse pressure gradients.
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integral length scale is approximately twice the boundary layer
thickness and the transition is only moderately sensitive to
length scale. At the highest turbulence levels, the transition
process is independent of the length scale which is now many
times larger than the boundary layer thickness.

4. The development of intermittency through transition is
predicted considerably better by the current distributed
breakdown model than by the Narasimha concentrated
breakdown model.

7. Future work

Although the current transition model has signi®cantly re-
duced the number of empirical constants required to predict
spot generation (only three constants are required in Eq. (1)), a
signi®cant number of constants are still required (Eqs. (11)
and (12)) to predict spot growth. A future objective is to derive
theoretical models both for the laminar boundary layer re-
sponse to freestream turbulence and for spot growth in order
to reduce the number of empirical constants further. This
should lead to improved reliability of the model particularly
for predicting ¯ows where lack of empirical data makes the
empirical correlations inaccurate.
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